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ABSTRACT
This work proposes a framework for the discovery of en-
vironmental Web resources providing air quality measure-
ments and forecasts. Motivated by the frequent occurrence
of heatmaps in such Web resources, it exploits multime-
dia evidence at different stages of the discovery process.
Domain-specific queries generated using empirical informa-
tion and machine learning driven query expansion are sub-
mitted both to the Web and Image search services of a
general-purpose search engine. Post-retrieval filtering is per-
formed by combining textual and visual (heatmap-related)
evidence in a supervised machine learning framework. Our
experimental results indicate improvements in the effective-
ness when performing heatmap recognition based on SURF
and SIFT descriptors using VLAD encoding and when com-
bining multimedia evidence in the discovery process.

Categories and Subject Descriptors
H.3 [Information Systems]: Information Storage and Re-
trieval

General Terms
Algorithms, Performance, Design, Experimentation

Keywords
domain-specific search, keyword spices, heatmap recogni-
tion, environmental data, multimedia classification

1. INTRODUCTION
Environmental Web resources provide data (e.g., measure-

ments and forecasts) and possibly additional information on
environmental conditions, such as the weather, pollen con-
centration, and air quality. In particular, Web resources

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
Copyright c© 2015 ACM 978-1-4503-3558-4/15/06 ...$15.00.
DOI: http://dx.doi.org/10.1145/2764873.2764876.

(e.g., sites, pages, and portals) that provide air quality mea-
surements and forecasts are of great importance given the
significant impact of air quality on life quality, due to its ef-
fect on health and on numerous outdoor activities. The need
for access to reliable air quality data is thus of high value
to several and diverse segments of society. This can be ad-
dressed by gathering and integrating data from air quality
Web resources provided by different environmental agencies
and organisations; this is a challenging task that requires
the automatic discovery of such resources as its first step.

Such air quality Web resources typically report the con-
centration values of several air pollutants, such as sulphur
dioxide, fine particles, and ozone, measured or forecact for
specific regions and time periods [11]. Empirical studies [7]
have revealed that air quality measurements, and particu-
larly forecasts, are not only provided in textual form, but
are also commonly encoded as multimedia, mainly in the
form of heatmaps. Heatmaps are graphical representations
of matrix data with a colour index scale illustrating pol-
lutant concentrations over geographically bounded regions;
Figure 1 provides an example. This observation motivates
us to form the hypothesis that methods for the discovery of
Web resources providing air quality measurements and fore-
casts would benefit by taking into account not only their
textual content, but also their visual content, and especially
evidence associated with the presence of heatmaps in them.

The automatic discovery of Web resources on any given
topic is generally viewed as a domain-specific search problem
[15] and is mainly addressed by two categories of techniques:
(i) the domain-specific query submission to a general-purpose
search engine, possibly followed by post-retrieval filtering

Figure 1: Heatmap example extracted from
http://nasa.gov/ indicating satellite-derived mea-
surements for fine particles (PM2.5 [µg/m3])



[22, 20, 14], and (ii) focussed crawling [17, 24]. In the en-
vironmental domain, resource discovery has previously been
addressed through the application of techniques from both
categories. Early techniques of the first category (e.g., [19])
have relied only on textual evidence for the classification of
the retrieval results, while more recent approaches [18] have
used visual evidence for performing this post-retrieval filter-
ing; however, the combination of multimedia evidence has
not been considered. On the other hand, recent focussed
crawling approaches [25] have taken into account both tex-
tual and visual evidence for selecting the links to follow dur-
ing their traversal of the Web graph.

This work proposes a framework for the discovery of Web
resources that provide air quality measurements and fore-
casts based on techniques of the first category that combine
multimedia evidence at several steps of the process. In par-
ticular, given the frequent presence of multimedia items rele-
vant to the topic within such resources, namely heatmaps, it
proposes the submission of domain-specific queries not only
to the Web search component of general-purpose search en-
gines (as done so far [22, 20, 19, 18]), but also to their
Image search component, and the fusion of the two result
sets. These submitted queries are either formulated man-
ually based on domain-specific terms that are empirically
identified, or are also automatically expanded by applying
machine learning techniques for extracting domain-specific
expressions (referred to as ‘keyword spices’ [22]) from posi-
tive and negative samples of such Web resources. By consid-
ering the results of image search to correspond to the Web
resources containing the retrieved images, the Web search
results are complemented with resources that are focussed
on the domain, not only in terms of their textual content,
but also with respect to their visual content. Moreover, the
proposed framework combines multimedia evidence for per-
forming the post-retrieval classification; this is achieved by
the late fusion of textual and visual classification confidence
scores obtained by supervised machine learning methods.
The visual classification, in particular, considers the pres-
ence of heatmaps within these resources, and, to this end,
several state-of-the-art descriptors (SURF, SIFT, and fea-
tures extracted from Convolutional Neural Networks), are
investigated using classifiers based on Support Vector Ma-
chines (SVMs) and Logistic Regression.

The main contributions of this work are thus: (i) a dis-
covery framework that introduces the combination of mul-
timedia evidence during search engine querying and post-
retrieval filtering, and (ii) heatmap recognition based on
several state-of-the-art descriptors that have not been pre-
viously investigated in this context.

2. RELATED WORK
Previous discovery approaches that submit domain-specific

queries to general-purpose search engines have typically gen-
erated such queries using empirical information and then ex-
panded them using, for instance, the concepts in an ontol-
ogy [14] or machine learning driven techniques for extracting
‘keyword spices’, i.e., Boolean expressions of domain-specific
terms corresponding to the output of a decision tree trained
on an appropriate manually [22] or semi-automatically [20]
annotated corpus. Our approach also follows this domain-
specific search paradigm, but extends existing approaches
by querying both the Web and Image search components
of general-purpose search engines; it also combines textual

and visual evidence, in the form of heatmaps, for further
classifying the discovered resources at a post-retrieval stage.

Moreover, heatmap recognition has not been extensively
researched. Relevant work in the related area of map recog-
nition includes the use of knowledge of the colourisation
schemes in maps for automatically segmenting them based
on their semantic contents (e.g., roads) [9], and the devel-
opment of techniques for improving segmentation quality of
text and graphics in colour maps through the cleaning up
of possible errors (e.g., dashed lines) [2]. Map recognition
has also been investigated at TRECVID (http://trecvid.
nist.gov/) through the evaluation of the concept ‘maps’ in
the high level concept feature extraction task of TRECVID
2007 [21], where the best performing system employed a su-
pervised machine learning method and fused visual descrip-
tors [26]. Regarding heatmaps, research has mainly focussed
on the information extraction from them [7]. More recently,
a method for heatmap recognition that uses SVMs to build
classifiers based on several visual features (MPEG-7, SIFT,
AHDH) has been investigated [18]. Our approach consid-
ers further state-of-the-art visual features (including SURF
and SIFT descriptors using VLAD encoding, as well as fea-
tures extracted from Convolutional Neural Networks) and
employs both SVMs and also Logistic Regression Classifiers.

3. DISCOVERY FRAMEWORK
This work proposes a framework for the discovery of en-

vironmental Web resources providing air quality measure-
ments and forecasts that exploits multimedia evidence both
when querying general-purpose search engines and also for
the post-retrieval classification of the search results. Moti-
vated by the frequent occurrence of heatmaps in such Web
resources, it submits domain-specific queries (either ‘basic’
manually formulated queries or their automatic expanded
versions) both to the Web search and also to the Image
search components of a general-purpose search engine, and
merges the retrieval results into a single set; for Image search,
we consider that the retrieval results correspond to the Web
resources containing the retrieved images, rather than to the
actual images. This set of discovered resources is further fil-
tered to reduce the noise by removing non-relevant items; to
this end, both textual and visual evidence are considered.

After duplicate elimination, each resource is parsed to ob-
tain its textual content and its embedded images (if any).
The textual feature vector extracted from its content is used
as input to an appropriately trained text classifier for obtain-
ing an estimate of its relevance to the topic; this real-valued
classification confidence score is denoted as scoreT . On the
other hand, the visual feature vectors extracted from the
set of images downloaded from the resource are used as in-
put to a heatmap classifier. The confidence scores for the
individual images are then fused into a single score scoreV
that reflects the overall presence of image(s) relevant to the
topic within this resource. This work estimates the visual
relevance of each resource to be equal to that of its most rel-
evant image. As a result, detection of even a single heatmap
ensures high estimates of relevance. The overall relevance of
each discovered resource is then estimated by the late fusion
of these two scores f(scoreT , scoreV ); both scores are con-
verted to probabilistic outputs and thus the threshold for
classifying a resource as positive is set to 0.5.

An overview of the discovery framework is depicted in
Figure 2 and its main modules are described next.
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Figure 2: Discovery framework

3.1 Search Engine Querying
The first step comprises the formulation of two types of

domain-specific queries, the basic and the expanded, and
their submission to the Web search and to the Image search
components of a general-purpose search engine.

3.1.1 Basic Queries
The formulation of basic queries is based upon the knowl-

edge of domain experts or/and the findings of empirical stud-
ies on the particular domain. Examples of such queries for
the air quality domain are listed in Table 1; these are based
on the findings of empirical studies [18] and they are the
ones that will be employed in our experiments (Section 4).

3.1.2 Expanded Queries
To automatically generate high precision and high recall

queries in a domain of interest, such basic queries are ex-
panded using the ‘keyword spice’ approach [22]. Based on
machine learning techniques and a given set of Web resources
annotated as relevant or non-relevant to the domain, this
approach generates Boolean expressions (referred to as ‘key-
word spices’) that aim to characterise in an effective manner
the domain. To this end, the following process is applied.

First, the annotated Web resources are split into two dis-
joint subsets: (i) the training set for generating the initial
keyword spices, and (ii) the validation set for simplifying
them. Then, the nouns found in these Web resources are ex-
tracted so as to be used as domain-specific keywords. Based
on the training set, a (binary) decision tree is constructed
using the information gain measure without any pruning
techniques and a decision tree learning algorithm is applied
for discovering the keyword spices. The internal nodes of
the decision tree correspond to the extracted keywords and
its leaves to class labels. This results in a decision tree that
can be expressed as a set of rules or as a Boolean disjunctive
normal form; these are the initial keyword spices. Table 2
contains an example of such keyword spices for the air qual-
ity domain as generated in our experiments (see Section 4).

Similar to rule post-pruning, these initial keyword spices
are simplified by iteratively removing keywords (or entire

Table 1: Air quality basic queries
q1 = air quality q6 = ozone
q2 = air pollutant q7 = PM2.5 particles
q3 = carbon monoxide q8 = particulate matter
q4 = nitrogen dioxide q9 = sulphur dioxide
q5 = breathable particulate matter q10 = fine particles

conjunctions) if their removal increases the F-measure (i.e.,
the harmonic mean of precision and recall) over the vali-
dation set, i.e., if their removal improves the effectiveness
compared to them occurring in the query. This process is
repeated until there is no keyword (or conjunction) that can
be removed without decreasing the F-measure. Table 2 also
contains the simplification of the aforementioned example of
initial keyword spices.

3.2 Post-Retrieval Classification
The resources discovered through search engine querying

are then classified by combining their multimedia evidence.

3.2.1 Text-Based Classification
A text-based classifier is trained on a set of Web resources

annotated as relevant or non-relevant to the domain. Each
resource is parsed, its textual content is extracted, stopword
removal and stemming are applied, and its textual feature
vector is generated using the tf.idf term weighting scheme.
Then, an SVM classifier is built using an RBF kernel, while
10-fold cross-validation is performed for selecting the class
weight parameters. The text-based classifier is implemented
using the libraries of the Weka machine learning software
(http://www.cs.waikato.ac.nz/ml/weka/).

3.2.2 Heatmap Recognition
Heatmap recognition is performed within a binary super-

vised classification framework, where classifiers are trained
using various visual features. This work employs two ap-
proaches for the visual representation of images: shallow
and deep. For the shallow representation, the popular and
widely adopted SIFT [13] and SURF [1] descriptors are used.
There are several options for encoding these local features
into a single feature vector, such as BoW, VLAD, LLC, and
Fisher. VLAD [10] was preferred over the other approaches,
as the best compromise between speed and performance.
More specifically, compared to BoW, which can be faster,
VLAD is significantly more effective, without adding signif-
icant computational load. On the other hand, the popular
Fisher based encoding, which performs significantly better
than VLAD, is much slower to compute, while when reduc-
ing its high dimensions with PCA-alike methods, its per-
formance decreases significantly. This, however, is not the
case for VLAD, which maintains its performance even with
significantly reduced dimensions; see discussion in [16] on
differences among encoding methods. For the deep repre-
sentations, features are extracted using Convolutional Neu-
ral Networks (CNNs), which have shown remarkable perfor-
mance the past years in several computer vision problems,
including image annotation and object detection, while only
requiring minimal computation time [12, 5].

Regarding the first case, each image is represented us-
ing six types of local descriptors: SIFT and its colour vari-
ants (i.e., RGB-SIFT and opponent-SIFT), and SURF and
its colour variants (i.e., RGB-SURF and opponent-SURF);
these were selected given their effectiveness in recent re-
search [16]. Then, VLAD feature encoding is performed.



Table 2: Output of the keyword spices approach for the air quality domain (ˆsignifies the NOT operator)

Initial

ˆpollutant
OR (forecast AND ˆengine AND ˆscience AND ˆauthority AND map AND ˆpark AND ˆstate)
OR (forecast AND ˆengine AND ˆscience AND ˆauthority AND map AND ˆpark AND ˆtool)
OR (forecast AND ˆengine AND city)

Simplified forecast AND ˆengine AND ˆscience AND ˆauthority AND map AND ˆpark AND ˆstate

However, the VLAD feature encodings are high-dimensional
and their dimensionality is affected by the dimensionality
of the local descriptors they encode. Therefore, in order
to compact the image representation, PCA, a common di-
mensionality reduction technique, is applied prior to feature
encoding. Thus, after feature extraction, the local descrip-
tors are compacted using PCA and subsequently aggregated
using the VLAD encoding. Then, each image is divided into
eight regions using spatial binning and sum pooling is ap-
plied for combining the features from the different regions.
The result of the above process corresponds to a VLAD vec-
tor of 163,840 elements for SIFT or SURF. Eventually, the
VLAD vectors are compressed into 4,000-element vectors
by applying a modification of the random projection ma-
trix. The aforementioned approach is described and evalu-
ated thoroughly in [16]. These reduced VLAD vectors serve
as input to the classification step which involves the use of
Logistic Regression Classifiers. Therefore, six different clas-
sifiers are trained, one for each local descriptor, and their
output is combined by applying late fusion techniques and
specifically by averaging the classifier output scores; this
approach is denoted as SSV based on the initials of the
underlying descriptors, i.e., SIFT and SURF using VLAD
encoding.

The second approach involves the use of the low dimen-
sional CNN-based features. Initially, in order to train and
find the parameters of the CNNs, a large-scale manually la-
beled dataset is employed. In our case, the pre-trained net-
works of [5] are used, where the ImageNet database was used
to find the parameters [6]. The last layer is then removed
and the vector of activities of the penultimate layer is used
as the feature vector. We have tested two different architec-
tures for the CNNs that explore a different accuracy/speed
trade-off: (i) the medium architecture (CNN-M), and (ii) the
slow architecture (CNN-S) [6]. Moreover, the application of
data augmentation is also tested. This involves the pertur-
bation of an image (i.e., flipping and cropping it in our case)
resulting in 10 different versions of the same image; the fea-
tures of all the 10 perturbed images are then combined using
sum pooling. The resulting feature vectors had in all cases
4,096 dimensions. Finally, Linear SVM models are trained
for both feature spaces using the LIBSVM library [3].

The evaluation was performed on a publicly available im-
age collection1 of manually annotated heatmaps that con-
sists of two datasets [18]: (i) dataset A consisting of 2,200
images (600 relevant, i.e., heatmaps, and 1,600 irrelevant),
and (ii) dataset B consisting of 2,860 images (1,170 heatmaps).
To assess the discrimination power of the described low-level
features, several experiments were carried out using dataset
A for training and dataset B for testing.

Table 3 presents the results of these experiments. While
all approaches achieve high precision, only the SSV approach
manages to achieve high recall, and thus also high F-measure,
as well as accuracy and Average Precision (AP) values. More-

1Available at: http://mklab.iti.gr/project/heatmaps.

over, this approach also outperforms the best performing
descriptors on the same datasets [18], and in particular the
early fusion of the MPEG-7 [4] descriptors Scalable Color
(SC), Edge Histogram (EH), and Homogenous Texture (HT),
as well as the EH feature on its own; see [18] for further de-
tails. It is also interesting to note the low performance of
the CNN-based features, which have shown remarkable per-
formance on generic object recognition tasks compared to
shallow representations. This can be attributed to the fact
that the networks have been pre-trained on generic images
(ImageNet) which are not expected to include heatmaps in
the training set. In order for CNN-based features to per-
form better, the networks would have to be refined with
large sets of labelled heatmap images, which however are
not easy to gather. Given these results, this work will apply
the approach that employs the SIFT and SURF descriptors
using VLAD encoding for identifying the heatmaps among
the images downloaded from the discovered Web pages.

Table 3: Effectiveness of heatmap recognition
Descriptors Precision Recall F-measure Accuracy AP
SSV 99.83 97.95 98.88 99.09 97.94
CNN-M 97.52 67.18 79.55 85.88 86.99
CNN-S 99.51 52.22 68.50 80.36 87.25
CNN-M augm. 99.50 51.11 67.53 79.90 85.56
CNN-S augm. 99.18 51.62 67.90 80.04 85.12

3.2.3 Multimedia Combination
The combination is performed based on the late fusion

of the textual and visual classification confidence scores; as
discussed, the visual score of a Web resource corresponds to
the maximum of the scores of its images. To this end, the
following combination methods [8], shown to be robust in
various settings, are applied: CombMIN, CombMAX, and
CombSUM denoting the minimum, maximum, and summa-
tion of all scores, as well as CombMNZ that denotes the sum
of all scores multiplied by the number of nonzero scores.

4. EVALUATION
An experimental study is performed for evaluating the

performance of the proposed approach.

4.1 Experiments
Our experiments employ the 10 air quality queries listed in

Table 1 as the set of basic queries; this query set is denoted
as Q1. Given that our main aim is to discover Web resources
providing air quality measurements and forecasts, we expand
these basic queries towards this direction by adding to each:
(i) the term “measurements”, or (ii) the term “forecasts”, or
(iii) the (simplified) keyword spice listed in Table 2; these
query sets are denoted Q2, Q3, and Q4, respectively.

The keyword spices listed in Table 2 are generated us-
ing an annotated set of 664 air quality Web resources (284
positive, 380 negative). These were obtained by perform-
ing focussed crawling while starting from a set of seed pages



that provide air quality measurements and forecasts [25],
and manually annotating the crawled results using the rel-
evance scale presented in the next section. This annotated
dataset is split in half for training and validation. Key-
words are extracted from the positive samples (following
the strict interpretation of relevance - see Section 4.2) af-
ter performing stopword removal, but not stemming, while
nouns are identified through the use of the Part-Of-Speech
tagger of the Stanford NLP group (http://nlp.stanford.
edu/software/tagger.shtml); only the 160 most frequent
nouns are kept. The C4.5 decision tree learning algorithm
[23], and in particular its J48 implementation in Weka, is
applied for discovering the initial keyword spices which are
then simplified as described in Section 3.1.2.

Each query is submitted both to the Web search and to
the Image search components of the Yahoo! Search BOSS
API (https://boss.yahoo.com/) and the top 20 results are
retrieved in each case. Therefore, for each query set, a maxi-
mum of 200 results are retrieved by each search component,
and a maximum of 400 resources are discovered following
the merge of the retrieval results from the two components.

A text-based classifier is trained based on an annotated
dataset of 702 samples (194 positive, 508 negative) obtained
through focussed crawling, similarly to above. Post-retrieval
filtering is performed by combining the text-based classifica-
tion scores with the visual classification scores (Section 3.2.3).

4.2 Relevance Assessments & Metrics
The discovered Web pages are manually assessed using the

following four-point relevance scale:
• highly relevant (relevance scale = 3): Web resources that

provide air quality measurements and forecasts.
• partially relevant (relevance scale = 2): Web resources

that are about air quality measurements and forecasts,
but do not provide actual data. Examples include Web
resources that list monitoring sites and the pollutants be-
ing measured, explain what such measurements mean etc.

• weakly (or softly) relevant (relevance scale = 1): Web
resources that are about air quality in general, discussing,
for instance, the causes and effects of air pollution, but
are not about air quality measurements and forecasts.

• non-relevant (relevance scale = 0): Web resources that
are not about air quality.
Based on these multiple grade relevance assessments, the

Normalized Discounted Cumulative Gain (NDCG) evalua-
tion metric is applied. To apply binary metrics (e.g., MAP),
these multiple grade assessments are mapped into binary rel-
evance judgements in three different ways, depending on (i)
whether we are strictly interested in discovering resources
containing air quality data, (ii) whether we would also be
interested in information about air quality measurements
and forecasts, or (iii) whether we would also like informa-
tion about air quality in general. These three mappings are:
• strict : when considering only highly relevant Web re-

sources as relevant and the rest (partially relevant, weakly
relevant, and non-relevant) as non-relevant,

• lenient : when considering both highly relevant and par-
tially relevant Web resources as relevant and the rest (weakly
relevant and non-relevant) as non-relevant, and

• soft : when considering all Web resources even with some
slight degree of relevance (i.e., highly relevant, partially
relevant, and weakly relevant) as relevant.

Next, the results of our experiments are presented.

5. RESULTS
For each search component, Table 4 presents the binary

and multiple-level evaluation metrics averaged over the 10
queries for each query set Qi. First of all, the MAP and the
NDCG that are based on the binary relevance assessments
are always very high (over 90%) when considering the soft
interpretation of relevance for all query sets. This indicates
that general-purpose Web or Image search manages to dis-
cover within the top 20 results Web resources that are, at
least generally speaking, about air quality; this is also in-
dicated by the high values of the non-binary NDCG. To
discover, though, resources providing air quality measure-
ments and forecasts (i.e., to adopt the strict interpretation
of relevance), query sets Q1 and Q2 are rather ineffective,
while Q3 and Q4 perform significantly better. Although this
was expected for Q1 since its queries are not geared towards
the disovery of such resources, it is rather surprising for Q2
since its queries contain the term “measurements”. This in-
dicates that this is not a discriminative term and it is highly
likely that it does not appear within such resources. On the
other hand, the term“forecasts” that appears both in the Q3
queries and also in the keyword spice (see Table 2) used in
Q4 for expanding Q1 queries appears to be highly beneficial.

Table 4: Average effectiveness for each Qi query set

Total
MAP NDCG (binary)

NDCG
strict lenient soft strict lenient soft

Web search
Q1 200 0.26 0.27 0.97 0.38 0.44 0.98 0.88
Q2 200 0.20 0.60 0.98 0.28 0.81 0.98 0.90
Q3 200 0.47 0.73 0.99 0.65 0.85 0.99 0.89
Q4 190 0.58 0.90 0.99 0.71 0.95 0.99 0.95

Image search
Q1 200 0.05 0.14 0.95 0.09 0.27 0.99 0.90
Q2 200 0.16 0.54 0.92 0.28 0.73 0.96 0.85
Q3 200 0.30 0.68 0.98 0.48 0.83 0.98 0.87
Q4 177 0.63 0.79 0.98 0.77 0.88 0.99 0.94

A comparison between Web and Image search indicates
that the former is more effective across all query sets and
relevance interpretations, apart from the strict case for query
set Q4. Given that Web resources that provide air quality
measurements and forecasts are likely to encode data and in-
formation in visual form (typically heatmaps), this indicates
that such automatically expanded queries are able to gear re-
trieval towards such resources when targeting the ones with
visual content (i.e., the ones considered by Image search).

Next, the resources discovered by each query set Qi are
merged into a single set and duplicates are removed. Table 5
presents the number of resources across the four relevance
scales, as well as the precision with respect to the different
interpetations of relevance. The overlap between Web and
Image search results is not particularly high, ranging from
8% for Q1, to 17% for Q2 and Q3, and reaching 23% for
Q4; therefore, these can be considered as complementary
searches. Similarly to before, Q4 is the most effective query
set, especially for the discovery of Web resources providing
or describing measurements and forecasts (i.e., the strict and
lenient cases).

Table 6 presents the results of the classification of the set
of resources discovered by Q4 when submitted both to Web
and Image search. Both for the strict and lenient cases, the
classification (irrespective of the evidence being used, i.e.,
textual, visual, or their combination) improves significantly



Table 5: Web resources set discovered by each Qi

Unique
Relevance Precision

3 2 1 0 strict lenient soft
Web+Image search

Q1 369 13 31 301 24 0.04 0.12 0.93
Q2 336 19 124 181 12 0.06 0.43 0.96
Q3 332 105 87 134 6 0.32 0.58 0.98
Q4 285 129 74 68 14 0.45 0.71 0.95

Table 6: Multimedia classification for Q4
Precision Recall F-measure Accuracy AP NDCG

strict
textual 0.70 0.65 0.67 0.68 0.52 0.68
visual 0.81 0.35 0.49 0.62 0.32 0.47
CombMIN 0.91 0.26 0.41 0.61 0.24 0.38
CombMAX 0.69 0.74 0.71 0.69 0.62 0.75
CombSUM 0.66 0.76 0.71 0.68 0.65 0.79
CombMNZ 0.60 0.87 0.71 0.64 0.72 0.86

lenient
textual 0.76 0.76 0.76 0.67 0.61 0.78
visual 0.92 0.30 0.45 0.49 0.30 0.42
CombMIN 0.95 0.25 0.40 0.47 0.25 0.38
CombMAX 0.76 0.81 0.78 0.69 0.68 0.83
CombSUM 0.76 0.83 0.79 0.70 0.75 0.86
CombMNZ 0.73 0.93 0.82 0.71 0.82 0.93

over the corresponding search precision in Table 5. More-
over, the classification based on visual evidence is more pre-
cise than the text-based one, but has significantly lower re-
call. The combination of these multimedia evidence further
improves the precision when using CombMIN, indicating the
complementarity of the two approaches, while all other com-
bination methods manage to improve all other metrics, thus
reaching a balance between precision and recall.

6. CONCLUSIONS
This work proposed a framework for the discovery of Web

resources providing air quality measurements and forecasts
that combines multimedia (textual- and heatmap-based) ev-
idence during search engine querying and post-retrieval fil-
tering. It also investigated heatmap recognition using sev-
eral state-of-the-art descriptors. Our experimental results
indicate improvements in the effectiveness when performing
heatmap recognition based on SURF and SIFT descriptors
using VLAD encoding and when combining multimedia ev-
idence in the discovery process. Future work includes the
automatic identification of representative images from an-
notated resources (e.g., through clustering) and their use in
the discovery process (e.g., as image queries submitted to the
Image search service of a general-purpose search engine).
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