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1. INTRODUCTION
The resources needed to solve problems are typically
dispersed over systems within the company, and also
in different media. For example, to diagnose the cause
of failure of a component, engineers may need to gather
together images of similar components, the reports that
summarize past solutions, raw data obtained from ex-
periments on the materials, and so on. Considerable
effort is spent just to gather such information. In the X-
Media project1 we are investigating the potential of rich
semantic metadata to connect up dispersed resources
across repositories and media, in order to support knowl-
edge reuse and sharing.

Automatic capture of semantic metadata is available for
single medium scenarios. However, there is a need for
extraction methods that can capture evidence for a fact
from across different media. In many cases the different
media must be examined simultaneously to get enough
evidence and improve the quality and depth of the ex-
tracted knowledge. In this paper, we present initial
work on a cross-media knowledge extraction framework
specifically designed to handle large volumes of docu-
ments composed of three types of media – text, images
and raw data – and to enable capturing evidence across
media.
1http://www.x-media-project.org
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2. USE CASE SCENARIO
We have collected requirements from our industrial part-
ners, the car manufacturer FIAT and the aerospace
manufacturer Rolls-Royce, using a user centred design
process [5]. We briefly describe one scenario here, de-
fined in cooperation with FIAT, which concerns fore-
casting the launch of competitors’ models. The goal is
to collect information about the features of competitors’
vehicles from various data sources. The required data
is to be found scattered throughout the Internet (e.g.
in blogs and forums), and covered by international and
national automotive magazines. The collected informa-
tion is used in the Set up stage of new FIAT vehicles,
the development stage where a first assessment of the
future vehicle’s features is carried out.

We are developing end-user systems able to track knowl-
edge changes and of being proactive in supporting knowl-
edge workers during the Set up stage. To support these
systems, the underlying knowledge extraction systems
need to be able to handle such rapidly evolving multi-
media data sources on a large scale. Typically, docu-
ments contain complementary information across the
media. For example, a document may contain pho-
tographs of the front part of the interior of a Toyota
Yaris car along with text describing the depicted car
components. End-user systems are being built that can
issue queries over the extracted knowledge, e.g. “find
competitor car models with ergonomic air ducts”. The
desired output for this query would be to present Yaris
as a potentially interesting model through a set of rele-
vant images and text snippets. For that, knowledge ex-
traction systems must gather evidence from across the
media. In our example, identification of the car model
depicted in the images can only be done using the text,
which explicitly mentions “Yaris”, while identification
of some of the car model components such as air ducts,
steering wheel and gear lever can only be done using the
images, since the text only mentions glove box, tray, and
pockets.
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Figure 1: Cross-media knowledge extraction
framework in the X-Media project.

3. CROSS-MEDIA EXTRACTION
FRAMEWORK

To perform extraction from across the media, we have
designed the machine learning-based framework depicted
in Figure 1. The framework receives as input a set of
multimedia documents and produces semantic annota-
tions over the documents.

The document layout and extracted cross-references (e.g.
captions) can hint at how each text segment relates to
each image/raw data [1, 2, 4]. Arasu and Garcia-Molina
[1], Crescenzi et al. [2] and Rosenfeld et al. [4] ap-
proaches are based on templates that characterize each
part of the document. These templates are either ex-
tracted manually or semi-automatically. Rosenfeld et
al. implemented a learning algorithm to extract infor-
mation (author, title, date, etc). They ignored text
content and only use features such as fonts, physical po-
sitioning and other graphical characteristics to provide
additional context to the information. X-Media follows
an approach similar to the one proposed by Rosenfeld
et al., we extract a set of cross-media features for the
types of documents we need to process. These cross-
media features include: layout structure, distance be-
tween segments, cross-references, same type of font, font
colour, and background colour/pattern.

Sparse feature data such as text and dense feature data
such as images have very different characteristics. Learn-
ing algorithms handle different types of data simulta-
neously more effectively when data is pre-processed to
produce a single common representation for all the data.
We follow Magalhães and Rüger [3] and process text and
image independently with probabilistic latent semantic
indexing to produce an unified canonical representation
of both text feature space and image/raw data feature
space.

Once the feature data has been processed, some mod-
elling algorithm can be used to create the knowledge
models for all concepts. Special care was taken when
designing the algorithm to model each concept: it must
support high-dimensional data, hundreds of thousands
of examples, and low computational complexity. Sev-
eral approaches have addressed similar problems, e.g.

[3, 6]. The maximum entropy framework adopted, de-
scribed in [3], fully addresses these issues by using a
Gaussian prior (or a Laplacian prior) and a well known
quasi-Newton optimization procedure.
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