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IntroductIon

A major theme of Information Science and Technology 
research is the study of personalization. The key issue of 
personalization is the problem of understanding human 
behaviour and its simulation by machines, in a sense that 
machines can treat users as individuals with respect to their 
distinct personalities, preferences, goals and so forth. The 
general fields of research in personalization are user modeling 
and adaptive systems, which can be traced back to the late 
70s, with the use of models of agents by Perrault, Allen, and 
Cohen (1978) and the introduction of stereotypes by Rich 
(1979). With the wide progress in hardware and telecom-
munications technologies that has led to a vast increase in the 
services, volume and multimodality (text and multimedia) 
of content, in the last decade, the need for personalization 
systems is critical, in order to enable both consumers to 
manage the volume and complexity of available information 
and vendors to be competitive in the market.

Background

The goal of personalization is to endow software systems 
with the capability to change (adapt) aspects of their func-
tionality, appearance or both at runtime to the particularities 
of users to better suit their needs. The recent rapid advances 

in storage and communication technologies stress the need 
for personalization. This need is more evident in consumer-
oriented fields, like news content personalization systems, 
recommendation systems, user interfaces, and applications 
like home audiovisual material collection and organiza-
tion, search engines in multimedia browsing and retrieval 
systems, providing services for personalized presentation 
of interactive video content. Among these applications, 
some are Web-based, but there are also versions for PDAs 
and mobile devices (Tuoriniemi & Parkkinen, 2007) and 
mobile devices. 

In this article, current approaches of user modeling and 
user profile representation are discussed, and then the focus 
is on methods for automatic learning of user models and 
profiles. The presented learning approaches cover a wide 
range of machine learning (vector-based or probabilistic) 
methods and also extend to support the most recent advances 
in personalization systems such as collaborative filtering, 
ontology-based user modeling and user social context.
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U
OVERVIEw OF LEARNING AND 
ADAPTATION METHODS IN 
PERSONALIzATION SYSTEMS

User Modeling–User Profile 
Representation

User modeling describes the process of creating a set of 
system assumptions about all aspects of the user, which are 
relevant to the adaptation of the current user interactions. 
This can include user goals, interests, level of expertise, 
abilities and preferences. The most reliable method of user 
modeling is by explicit entry of information by the user. 
In most practical systems, this is too time-consuming and 
complex for the user. Hence implicit user modeling, based 
on analysis of past and current user interactions, is critical. 
The user profile is a machine-processable description of 
the user model.

The information included in user profiles can be divided 
into a number of categories such as user demographic 
information, semantic interests, context and location 
information, and privacy and user interface preferences 
(Heckmann & Krueger, 2003). Semantic preferences 
reflect user preferences for particular content topics. User 
interests and semantic user preferences are the most important 
source of information widely used in the personalization 
systems. More specifically, user interests are distinguished 
between short-term that are determined by a particular user 
interaction or current context, and long-term interests which 
are determined by the user behaviour and preferences over a 
longer period of time. User interests can also be classified into 
gradual (as a result of user experience), abrupt (as a result 
of an external stimulus) or repetitive. Loeb (1992) mentions 
two types of repetitive changes, repetitive but predictable 
(according to time of day) and repetitive but unpredictable 
(according to user mood). 

There is a variety of structures and paradigms that have 
been used in the academic literature and in commercial per-
sonalization systems for the representation of the knowledge 
and information concerning the user, including the ones 
listed below. Attribute-value pairs are a fundamental data 
representation in many computing systems and applications. 
The advantage of such a structure is that it is an open-ended 
data structure, thus allowing for future extension without any 
need for modification. In such situations, all or part of the 
data model may be expressed as a collection of tuples (at-
tribute name, value), where each element is an attribute-value 
pair. Several attempts have been put forward to standardize 
this type of user information structure, such as the IEEE 
Personal and Private Information (PAPI) (PAPI, 2002) and 
IMS Learner Information Package (LIP) (IMS, 2001).

The vector space model (VSM) is an algebraic model 
used for information filtering, information retrieval, index-

ing and relevancy rankings. It resembles the attribute-value 
pairs, but it has a more mathematical structure, in the sense 
that each element (term, or generally attribute) has a cor-
responding value or weight representing it and the vector 
has length and direction, both used, for example, in a simi-
larity metric. The space of all vectors is often called vector 
domain or domain model. It has been extensively used in 
documents retrieval and indexing (Salton, Wong, & Yang, 
1975). This representation approach has also been followed 
in a variety of personalization systems (Billsus & Pazzani, 
2000; Lawrence, Almasi, Kotlyar, Viveros, & Duri, 2001; 
Ricci, Arslan, Mirzadeh, & Venturini, 2002).

One of the earlier representation approaches in user 
modeling has been the use of stereotypes. Stereotyping 
consists of creating a set of prototypical user profiles that 
represent the features of classes of similar users (Rich, 1979). 
Instead of keeping an individual model for each user, users 
are classified into the stereotypical description that best 
matches their individual characteristics, from which they 
inherit additional properties and rules. 

The need to automatically learn user profiles has given 
rise to the use of more complicated representation methods 
such as the classifier-based models. These are based on 
decision trees, neural networks, inducted rules and Bayes-
ian networks. Decision trees classify instances by sorting 
them down the tree from the root to some leaf node, which 
provides the classification of the instance. Each node in the 
tree specifies a test of some attribute of the instance and each 
branch corresponds to one of the possible values for this at-
tribute (Cho, Kim, & Kim, 2002). In contrast to the limited 
decision trees representation range, artificial neural networks 
can represent real-valued, discrete-valued and vector-valued 
functions. The classifier-based models often take as input 
the usage history and ratings. The usage history is a log of 
the user transaction or interaction with the personalization 
system, which can be seen as a form of implicit user profile. 
It is a very practical model used in learning and adapting the 
user profile (Kang, Lim, & Kim, 2005).

Finally, the recent emerge of the Semantic Web technolo-
gies has led to ontology-based representation in user profiling. 
The Semantic Web vision of a next generation Web provides 
the mechanisms to identify those resources that better satisfy 
the requests not only on the basis of descriptive keywords but 
also on the basis of knowledge. The most common ways of 
representing semantic user profiles are the ontology-based and 
description logic based representations (Baldoni, Baroglio, 
& Henze, 2005). In recent work, semantic Web languages, 
such as Resource Description Framework (RDF), Ontology 
Web Language (OWL) are used to represent users and their 
semantic preferences. Gauch, Chaffee and Pretschner (2003) 
exploit hierarchical structures in ontologies to imply gen-
eralizations of user preferences upward in topic hierarchies 
(e.g., interest in football implies interest in sports). 
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Automatic Acquisition and Adaptation of 
User Models–User Preferences

The different representation approaches lead to a variety of 
methods used for the automatic acquisition and adaptation 
of user models, which are being presented in this section. 
Acquisition and adaptation models of user interests is a 
research area of steadily increasing importance, as it allows 
intelligent computer systems to adapt to users’ information 
needs in a personalized way. Several machine learning 
approaches exist to build user profiles, such as Bayesian 
classifier, nearest neighbor, decision trees, neural networks 
and genetic algorithms (Pohl & Nick, 1999). 

The classifier-based models are related to the use of Clas-
sifier-Based (Statistical) Learning Methods. The method most 
widely used in user profile learning is the Bayesian learning, 
which provides a probabilistic approach to inference. It is 
based on the assumption that the quantities of interest are gov-
erned by probability distributions and that optimal decisions 
can be made by reasoning about these probabilities together 
with observed data. Bayesian learning methods are among 
the most practical approaches. The Naïve Bayes algorithm 
is the simplest form of probabilistic model for learning and 
classifying. It can easily be estimated by training data and in 
some cases it outperforms other learning methods (Billsus 
& Pazzani, 2000, pp. 147-180). 

Decision tree learning is a method for approximating 
discrete-values target functions, in which the learned func-
tion is represented by a decision tree (Cho, Kim, & Kim, 
2002).

In the case of the stereotypical user models, there are 
different methods of Learning Stereotypical Sequences of 
User Interactions depending on the purposes of the recom-
mender systems: Collaborative recommendations systems 
are based on demographic, geographic and semantic infor-
mation and they have manually predefined user-stereotypes. 
Other systems first build a data base of user profiles using 
the usage log (Azman & Ounis, 2004). In marketing-based 
recommendations systems, the demographic and usage log 
data can be used to discover rules that capture the truly 
personal behaviour of a user by means of data mining al-
gorithms. Grouping similar profiles and creating a cluster 
representative set of rules firstly avoids the privacy problems 
and secondly reduces the computation during the recommen-
dation process (Wei, Moreau, & Jennings, 2005). Finally, 
the social matching recommender systems match people to 
each other instead of recommending items to people. The 
system first creates different set of similar users and then 
builds a model (i.e., stereotype profile) for each set of users 
(Terveen & McDonald, 2005).

The user profiles represented with vector space models 
are related to learning methods based on the user’s relevance 
feedback. The term feedback is normally used to describe 
the mechanism by which a system can improve its perfor-

mance on a task by taking account of past performance. 
Adaptive systems using relevance feedback have to choose 
how relevance feedback should be represented, acquired and 
used. There are three different methods for representing the 
relevance feedback. Boolean relevance describes whether a 
document is relevant or not relevant (Objective feedback) vs. 
useful or not useful (Subjective feedback) to the user. Multi 
valued relevance has been proposed by Bookstein (1983) 
where the possible relevance classes might be: Very Relevant, 
Relevant, Indifferent, Irrelevant, Very Irrelevant. In 

Quasi-Ordered Relevance, the Document Preference 
Relation (Wong & Yao, 1990) method relies on a quasi-order 
of documents. For each pair of documents, the user can either 
prefer one to the other or have no opinion. 

Once the relevance feedback is acquired, there exist 
multiple formulas that propose to reweight the terms used in 
the initial query (query reformulation). In vector processing 
methods, the most commonly used is the Rocchio formula 
presented in Salton and Buckley (1990), where the new 
query vector is the vector sum of the old query vector plus 
the vectors of the relevant and non relevant documents. An 
extension of this formula proposed by Salton and Buckley 
(1990), called Ide, eliminates the normalization of the number 
of relevant and nonrelevant documents and allows limited 
negative feedback from only the top-ranked nonrelevant 
document.

In the case of the ontology-based user models, the 
learning process needs to exploit the deeper ontological 
knowledge about the underlying domain, thus allowing 
the personalization systems to handle heterogeneous and 
complex objects based on their properties and relationships 
and to automatically explain or reason about the user models 
or user recommendations. During the learning process, the 
concepts represented in the ontology are rated according 
to user-specified preferences such as semantic relevance, 
syntactic relevance, and categorical match (Kerschberg, 
Kim, & Scime, 2001).

The learning methods in the ontology-based user models 
are often enhanced with one of the most expressive and human 
readable representations for learned hypotheses, which is to 
use sets of if-then rules. One important special case involves 
learning sets of rules containing variables. First order rules 
are more expressive than propositional rules. In general, in 
many cases it is useful to learn the target function represented 
as a set of if-then rules that jointly define the function. One 
way to learn sets of rules is to first learn a decision tree, then 
translate the decision tree into an equivalent set of rules; 
one rule for each leaf node in the tree (Mobasher, Dai, Luo, 
& Nakagawa, 2001). Another method is to use a genetic 
algorithm that encodes each rule set as a bit string and uses 
genetic search operators to explore this hypothesis space. 
There are also a variety of algorithms that directly learn rule 
sets (Mitchell, 1997). 
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U
In all the above-mentioned learning methods, content 

filtering agents attempt to alleviate information overload by 
identifying which items a user will find worthwhile. Content 
filtering focuses on the analysis of item content and the 
development of a personal user interest profile. 

However, to overcome the problem of handling end users 
solely as units and missing possible information and trends 
beyond those within the scope of user’s history, collabora-
tive filtering learning methods are introduced. Collaborative 
approaches find and recommend information sources for an 
individual user that have been rated highly by other users who 
have a pattern of ratings similar to that of the user (Pazzani, 
1999). Each technique has advantages and limitations. Cur-
rent methods for collaborative filtering can be divided into two 
categories: memory-based, which use all of the available data 
when making recommendations, and model-based methods 
which, at some point, learn a statistical model from data and 
use that model for predicting user interests. Collaborative 
filtering has a number of advantages over Content-based 
filtering methods. The quality of memory-based collaborative 
filtering algorithms typically increases with the size of the 
user population, and Collaborative filtering recommendations 
benefit from improved diversity when compared to Content-
based filtering recommendations (Claypool et al., 1999). 
For a start, memory based algorithms are not suitable for 
recommending new items or one-off content items because 
these techniques can only recommend items already rated by 
other users. On the other hand, the model based methods can 
use smoothing methods to give prior probabilities to items 
without any ratings. Collaborative filtering matches people 
with similar interests and then make recommendations on this 
basis. Collaborative filtering is based on a statistical analysis 
of patterns and analogies of ratings obtained explicitly or 
implicitly from user system usage. Typically, for each user 
a set of nearest neighbors is defined using the correlation 
between past ratings. Collaborative filtering techniques can 
be classified to two categories according to the source of 
information; the user-based and item-based collaborative 
filtering. The main deficiency of user-based collaborative 
filtering systems is that they usually make recommendations 
from very thinly scattered data. In item-based filtering, there 
are techniques for computing item-item similarities and 
for obtaining recommendations from them. Linden, Smith, 
and York (2003, p. 76) follow this approach in Amazon’s 
recommendation system. The main advantage of the item-
based approach over the user-based one is its scalability. A 
combination of the two approaches can be seen in the work 
of Renda and Straccia (2005).

A further extension of the collaborative filtering ap-
proaches is to exploit the social user context, which is mainly 
composed of the user’s relationships with other users. Social 
Information filtering exploits similarities between the tastes 
of different users to recommend (or advise against) items. 

It relies on the fact that people’s tastes are not randomly 
distributed: there are general trends and patterns within the 
taste of a person as well as between groups of people. The 
basic idea is that the system maintains a user profile, a record 
of the user’s interests (positive or negative) in specific items. 
It compares this profile to the profiles of other users, and 
weighs each profile for its degree of similarity with the user’s 
profile. Mika (2005) presents the advances in exploiting the 
opportunity of semantically-enriched network data.

PERSONALIzATION IN COMMERCIAL 
APPLICATIONS

Personalization, besides its value in the research field, has 
also been deemed as an important part of many commercial 
applications due to the innovation in the services it provides. 
An example of automatic personalization in commercial 
systems is Amazon.com’s personalized recommendations 
(Linden, Smith, & York, 2003). Google Inc. has also filed 
two U.S. patents on personalization technologies for Web 
search (Badros & Lawrence, 2005; Zamir, Korn, Fikes, & 
Lawrence, 2005). The Leiki concept aims at combining per-
sonalized user interfaces, communities and content targeting 
(Pennanen & Alatalo, 2001). The Leiki platform is applied as 
a personalized news service. MovieLens, http://movielens.
umn.edu/login, is a free Web-based movie recommenda-
tion service provided by the GroupLens research team 
from the University of Minnesota. It works by matching 
together users with similar opinions about movies using a 
collaborative filtering algorithm. TiVo is a television show 
collaborative recommendation system (Ali & van Stam, 
2004, pp. 394-401). The success and innovation of TiVo 
relies in their personalised television-viewing service, which 
recommends or automatically records programmes based 
on user preferences.

FUTURE TRENDS

Mobile ad-hoc networks, wireless broadcasting and open 
mobile applications are three prominent examples in which 
computation and communication intermingle with the real 
world changing the role of context information. Context 
includes user activities, goals, abilities, preferences, and 
surroundings. 

Current personalization systems do not fully support such 
flexible and self-adapting models based on context. Thus, 
future research opportunities within the field of automatic 
personalization systems include the study of context-aware 
systems as well as seamless mobility, which is the key fu-
ture trend in distributed mobile environments. These areas 
involve research in privacy and sharing of context informa-
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tion and also in the synchronization of user profile between 
different devices.

CONCLUSION

In this article, the state of the art on the user modeling and 
user profile representation was presented. More specifically, 
the standardization and categorization of user profiles was 
introduced, along with the information included in user 
profiles and user profile structures. Then, the emphasis is 
given to the automatic learning of user profiles, where dif-
ferent approaches are being discussed. Automatic learning 
of user profiles is the current trend in the academic literature 
and also the key requirement of the current and future com-
mercial personalization systems.
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KEY TERMS

Acquisition and Adaptation of User Profiles: The auto-
matic creation and adaptation of a user profile by monitoring 
the user interaction with the system and employing efficient 
machine learning algorithms.

Collaborative Filtering: The method of making auto-
matic predictions (filtering) about the interests of a user by 
collecting information from other similar users.

Content-Based Filtering: The method of making rec-
ommendations to a user by matching user profile entries to 
content attributes. 

Machine Learning: The method for processing a 
training input and offering support for decision based on 
this input.

Personalization: Delivery of content according to the 
individual user’s needs, characteristics and preferences.

User Modeling: The process of creating a set of system 
assumptions about all aspects of the user, which are relevant 
to the adaptation of the current user interactions.

User Profile: A machine-processable description of the 
user model.




