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Abstract. Citizens are increasingly aware of the influence of environ-
mental and meteorological conditions on the quality of their life. The
consequence of this awareness is the demand for personalized environ-
mental information, i.e., information that is tailored to their specific
context and background. The EU-funded project PESCaDO addresses
this demand in its full complexity. It aims to develop a service that sup-
ports the user in questions related to environmental conditions in that
it searches for reliable data in the web, processeses these data to deduce
the relevant information and communicates this information to the user
in the language of their preference. In this paper, we describe the require-
ments and the working service-based realization of the infrastructure of
the service.
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1 Introduction

Citizens are increasingly aware of the influence of environmental and meteoro-
logical conditions on the quality of their life. One of the consequences of this
awareness is the demand for high quality environmental information that is tai-
lored to one’s specific context and background, i.e., which is personalized. Per-
sonalized environmental information may need to cover a variety of themes (such
as meteorology, air quality, pollen, and traffic) and take into account a number
of specific personal features (health, age, etc.) of the addressee, as well as the
intended use of the information. So far, only a few proposals have been made
how this information can be facilitated in technical terms. All of these proposals
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focus on one theme and only very few of them address the problem of infor-
mation personalization [Peinel et al., 2000,Karatzas, 2007,Wanner et al., 2010].
PESCaDO (Personalized Environmental Service Configuration and Delivery Or-
chestration) addresses the above task in its full complexity. It takes advantage
of the fact that nowadays, the World Wide Web already hosts a great range of
services that address each of the above themes, such that, in principle, the re-
quired basic data are available. The challenge thus consists, on the one hand, in
the discovery of these services and their orchestration, and, on the other hand,
in the processing of the obtained data in accordance with the needs of the ad-
dressee and the delivery of the gained information in the mode of preference of
the addressee. This challenge requires the involvement of an elevated number of
rather heterogeneous applications and thus an infrastructure that is flexible and
stable enough to support a potentially distributed architecture. In what follows,
we first outline the requirements towards the infrastructure of a platform such as
PESCaDO, which attempts to integrate all these applications. Then, we present
the working infrastructure that has been designed to meet these requirements.

2 The requirements towards PESCaDO’s infrastructure

The requirements towards the infrastructure obviously depend on the tasks that
are to be addressed. In the case of PESCaDO, the principal tasks are:
1. Discovery of the environmental service nodes in the web: As already
pointed out above, the web hosts a large amount of environmental (meteoro-
logical, air quality, traffic, pollen, etc.) services, which include both the numer-
ous (static or dynamic) public webpages that offer environmental information
worldwide, as well as any dedicated environmental web services with free access.
Especially, the number of meteorological services that cover each major location
is impressive. In order to be able to offer citizens targeted information, these
services must be exploited, which means that these services must be searched
for and indexed such that their data can be accessed when needed.
2. Distillation of the data from webpages: The vast majority of the envi-
ronmental services offer their data via publicly accessible webpages rather than
via web services. To access these data, webpage parsing, information extraction,
and text mining techniques are needed. Although these techniques can be tuned
to the idiosyncratic ways of presenting environmental (i.e., air quality, meteoro-
logical, traffic, . . . ) data and information, the task of webpage scraping remains
a very challenging task.
3. Orchestration of the environmental service nodes: Environmental ser-
vice nodes encountered in the web may require data provided by other service
nodes as input data. In order to obtain all necessary data, the environmental
service nodes must thus be “orchestrated”, i.e., selected and chained. This pre-
supposes the selection of appropriate protocols and the use of appropriate data
interchange formats. To decide which nodes are to be selected over which other
nodes, or which nodes fit best together, such criteria as quality of the individual
nodes measured by data uncertainty and service confidence metrics derived using
machine learning and visual analytics techniques must be taken into account.
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4. Fusion of environmental data: Environmental service nodes may provide
competing or complementary data on the same or related theme for the same
or the neighbour location. To ensure the availability of a most reliable and com-
prehensive data set as basis for further processing stages, the data from these
nodes must be fused. As already in the case of node orchestration, this implies
an assessment of the quality of the contributing services and data.
5. Assessment of the data with respect to the needs of the addressee:
Once the raw data are obtained, they need to be evaluated and reasoned about
in order to infer how they affect the addressee, given his/her personal health
and life circumstances and the purpose of the request of the information. Thus,
a citizen may request information because he needs it to decide upon a planned
action, because he wants to be aware of extreme episodes or because he monitors
the environmental conditions in a location. The assessment task obviously pre-
supposes the existence of sufficiently comprehensive domain-specific ontologies
and a knowledge base.
6. Selection of user-relevant content and its delivery to the addressee:
Not all content deduced from the data by inferences and reasoning is apt to
be communicated to the addressee: some of this content would sound trivial or
irrelevant. Intelligent content selection strategies that take into account the back-
ground of the addressee and the intended use of the information are thus needed
to decide which elements of the content are worth and meaningful to be com-
municated. To deliver the selected content, techniques are required that present
the content in a suitable mode (text, graphic and/or table)in the language of
the preference of the addressee.
7. Interaction with the user: One should not forget the interaction of the
system with the user. The user must be able to formulate his problem in a simple
and intuitive format—be it based on natural language or on graphical building
blocks. He should equally be delivered the generated information in a suitable
form and, as already mentioned above, in the language of his preference.

We are aware of the complexity of each of these tasks. However, given the
expertise and the experience of the partners of the PESCaDO Consortium in the
corresponding research areas, we are confident to be able to offer an operational
PESCaDO service at the end of the lifetime of the project.

3 The PESCaDO infrastructure

In order to meet the above requirements, PESCaDO has opted for a service-
based architecture. This architecture is based on a methodology which has been
developed for the definition of an open architecture for risk management as pro-
vided in the EU FP6 IP project ORCHESTRA [Usländer, 2007] and which has
been extended in the FP6 IP project SANY [SANY, 2009] to cover the domain
of sensor networks and standard-based sensor web enablement. The focus of this
methodology is on a platform neutral specification. In other words, it aims to
provide the basic concepts and their interrelationships (conceptual models) as
abstract specifications. The design is guided by the methodology developed in the
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ISO/IEC Reference Model for Open Distributed Processing (RM-ODP), which
explicitely foresees an engineering step that maps solution types, such as infor-
mation models, services and interfaces specified in information and service view-
points, respectively, to distributed system technologies. This section illustrates
the outcome of this engineering step for the service viewpoint in PESCaDO. Ap-
plication specific major tasks and actions have been defined as abstract service
specifications and can be implemented as service instances on a specific plat-
tform. Web service instances for these services are currently beeing developed.
They can be redefinied and substituted as needed in the course of the project.

Figure 1 displays a sample, somewhat simplified, workflow with the major
application services in action. Two services are not cited in Figure 1 since they
are consulted by nearly all other services: the Knowledge Base Access Service and
the User Profile Management Service. Furthermore, the figure does not include
the services related to data and information distillation from webpages.

Fig. 1. Sequence diagram for the execution of the services in PESCaDO
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A main dispatcher service (called Answer Service, AS) controls the workflow
and the execution of the services. The user interacts with PESCaDO via the
User Interaction Service (UIS). If unsure about the types of information he can
ask for, the user can inquire this information by requesting it from the Problem
Description Service (PDS).

To ensure a full comprehension of the problem or question of the user,
PESCaDO decided to operate with controlled graphical and natural language
input formats. Once the user has decided what kind of question he wants to
submit to the system, the UIS provides the user the corresponding formats.
Thereupon, the user can formulate his query, which is translated by the PDS
into a formal ontology-based representation understood by the system. Once this
is done, the problem description is passed by the UIS to the AS as a ‘Request
Answer’ inquiry. Then, the AS assesses what kinds of data beyond environmen-
tal data are needed to answer the query of the user and solicit these data from
the Auxiliary Services (AuxS). For instance, if the user’s query concerns the en-
vironmental conditions for a bicycle tour from A to B, the route from A to B
must be calculated by a Route Calculation Service.

With the complementary data at hand, the AS can request from the Data
Retrieval Service (DRS) the environmental data needed to answer the user query.
The DRS solicits these data from the environmental nodes that identified by the
Data Node Retrieval Service (DNRS) as relevant to the user’s query and the
complementary data. To speed up retrieval, an off-line indexing is performed.
During the indexing procedure, a domain specific search engine accesses the web,
discovers, and indexes the environmental service nodes in a local repository. In
addition, the retrieved webpages are processed in order to extract environmen-
tally relevant information (e.g. location, environmental measurements, etc.) with
the aid of document parsing, web scraping and content distillery techniques, so
that each service can be indexed according to this information.

As already pointed out in Section 2, the retrieved nodes may deliver comple-
mentary or competing data of varying quality.1 The Fusion Service (FS) applies
uncertainty metrics to obtain the optimal and maximally complete data set,
which is passed by the AS to the Decision Service (DS). The DS converts the
data set into knowledge, or content, in that it relates it to the knowledge in
PESCaDO’s knowledge base, reasons about it, and assesses it from the perspec-
tive of its relevance to the user. From this content, the Content Selection Service
(CSS) compiles a content plan, which contains the knowledge to be communi-
cated to the user as answer. The Information Production Service (IPS) takes
the content plan as input and generates information in the language and mode
(text, table, or graphic) of the preference of the user, which then is passed to
the user.

1 For simplicity, we dispense with the illustration of the chaining of service nodes.
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4 PESCaDO as part of ICT for Environmental Services

The service-based infrastructure as illustrated above in a sample workflow al-
lows for a maximally flexible realization of the PESCaDO platform: each service
(and thus each module of the platform) can be implemented nearly entirely in-
dependent from the other services and be run either on a separate machine or
on the same machine as the other services. As a matter of fact, many of the
services could be used as plug-in modules by other environmental application
platforms. How this can be achieved best, needs to be discussed. In any case,
a standardization of the communication protocols across the initiatives seems
highly desirable.

5 PESCaDO and its consortium

Running from January 2010 to December 2012, PESCaDO is partially funded
by the European Commission in its 7th Framework Programme under the con-
tract number ICT-259486. PESCaDO’s consortium consists of seven partners: 1.
Pompeu Fabra University (UPF), 2. Fraunhofer Institute for Optronics, System
Technologies and Image Exploitation (IOSB), 3. Finnish Meteorological Insti-
tute (FMI), 4. University of Stuttgart (USTUTT), 5. Foundation Bruno Kessler
(FBK), 6. Centre for Research and Technology Hellas (ITI-CERTH), and 7.
Helsinki Region Environmental Services Authority (HSY).

The information technologies aspects of the project are covered by CERTH
(web-based search), FBK (semantic representation, reasoning strategies, content
distillation), UPF (multilingual information generation and human-computer in-
teraction), and USTUTT (visualization and human-computer interaction). The
architectural and infrastructure issues are addressed by IOSB. Problems related
to uncertainty and confidence metrics of environmental data and information are
dealt with by FMI, which, together with HSY also provides its environmental
expertise and assumes the validation of the outcome of PESCaDO.
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