


Learning to rank

Learning / mapping 

document representations

Predicting intent

Recommendation

http://dl.acm.org



Rank query 
suggestions

Predict query 
intent

Match ads

Rank search 
results

Rank verticals 
and their content

…

Detect and 
classify named 
entities

http://www.bing.com



Past

Present

Future







[Masand et al. ‘92]



= system suggested

* = editor assigned

[Masand et al. ‘92]
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Gradient updates for 

WH and EG 

theoretically well-

motivated (provide 

performance 

guarantees)

Outperform Rocchio

(relevance feedback) 

empirically

[Lewis et al. ‘96]



Linear model: strong 

assumptions on global structure

… but we can fit higher-order 

polynomials:

Image from [Hastie et al. ’09]

Image from [Ng ‘15]



knn: uses only local structure … larger k smooth decision 

boundaries:

Images from [Hastie et al. ’09]



Goal: generalize to unseen samples

[Ng ‘15]



Goal: generalize to unseen samples

Key assumption: 

[Ng ‘15]





On coursera: https://www.coursera.org/learn/machine-

learning, also see the related course on 

http://cs229.stanford.edu

See: http://scikit-learn.org

See [Hastie et al. ’09] for a (mostly) 

frequentist perspective, [Bishop ‘07] for 

a (mostly) Bayesian perspective.





[Croft ‘81]



Hundreds of ranking 

signals: BM25, topic 

models, title / body / 

heading matches, phrase 

models, PageRank, HITS, 

date of publication / recent 

update, author, location …

Different combinations for 

different types of queries: 

head / body / tail, spiking 

queries, queries related to 

news, artists, TV shows, 

science, homepage 

finding (navigation), long-

term information needs … 

Impossible to tune models by hand for each query type – ML to the rescue …
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Goal: 

“TREC Assessors at work” (2001) – from http://www.itl.nist.gov/iad/photos/assessors.html



Goal: 



Goal: 

What loss function to 
optimize?

problem: mismatch with IR 

metrics!



RankNet LambdaRank LambdaMART

[Burges et al. ‘05, Donmez et al. ‘09, Burges ‘10]



RankNet cost (w.r.t. changes in score 

difference 𝑜𝑖𝑗 ):

𝐶𝑖𝑗 ≡ −𝑃ത𝑖𝑗𝑜𝑖𝑗 + log⁡(1 + 𝑒𝑃ത𝑖𝑗𝑜𝑖𝑗)

with ground truth

𝑃ത𝑖𝑗 = ൝
+1⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡𝑙𝑖 > 𝑙𝑗
−1⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡𝑙𝑗 > 𝑙𝑖

and derivative
𝜕𝐶𝑖𝑗

𝜕𝑜𝑖𝑗
= −

𝑃ത𝑖𝑗

1+𝑒
𝑃ഥ𝑖𝑗𝑜𝑖𝑗

.

λ-gradients approximate the gradient of the 
target cost. 

Here: scale the RankNet gradient with the 
change in target metric due to document 
swaps. E.g., for NDCG:

λ𝑖𝑗 ≡ 𝑃ത𝑖𝑗 ∆𝑁𝐷𝐶𝐺
𝜕𝐶𝑖𝑗

𝜕𝑜𝑖𝑗
=

𝑃ത𝑖𝑗
1

𝑍
(2𝑙𝑖 − 2𝑙𝑗)

1

log⁡(1+𝑟𝑖)
−

1

log⁡(1+𝑟𝑗)

1

1+𝑒
𝑃ഥ𝑖𝑗𝑜𝑖𝑗

.

With NDCG defined as:

𝑜𝑖𝑗 = 𝑠𝑖-𝑠𝑗

[Burges et al. ‘05, Donmez et al. ‘09, Burges ‘10]



Excellent performance in Yahoo! learning to rank challenge

+ enormous practical impact on web search engines!







News recommendation

Find best news articles to 

match the users’ current 

interest; optimize, e.g., click-

through rate.

Online advertising

Tune ad display parameters 

(e.g., mainline reserve) to 

optimize revenue.

Web search

Adapt the search interface 

and results to individual 

users and their context; 

optimize search 

satisfaction.





= context 𝑥𝑡

≈ reward 𝑟𝑡

= action 𝑎𝑡 = 𝜋𝑡(𝑥𝑡)

environment

generates context 𝑥𝑡~𝑋

agent

acts according to policy 𝜋(𝑥)

Goal: 

- discount factor



result ranking

= context 𝑥𝑡

≈ reward 𝑟𝑡

= action 𝑎𝑡 = 𝜋𝑡(𝑥𝑡)

environment

generates context 𝑥𝑡~𝑋

agent

acts according to policy 𝜋(𝑥)

Goal: take actions that maximize discounted cumulative reward 𝐶 = σ 𝛾𝑡−1𝑟𝑡(𝑎𝑡)
∞
𝑡=0

- discount factor

Partial feedback (need to learn 

through trial and error, no i.i.d. 

labeled examples) –exploration-

exploitation trade-off.

Need to generalize 

across context.



result ranking

= context 𝑥𝑡

≈ reward 𝑟𝑡

= action 𝑎𝑡 = 𝜋𝑡(𝑥𝑡)

environment

generates context 𝑥𝑡~𝑋

agent

acts according to policy 𝜋(𝑥)
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∞
𝑡=0

- discount factor

Partial feedback (need to learn 

through trial and error, no i.i.d. 

labeled examples) –exploration-

exploitation trade-off.

Need to generalize 

across context.

Need to infer feedback 

for learning from noisy, 

biased user interactions 

(relative feedback).

Need to deal with 

large action spaces.



Approach Explore-exploit Generalize 

across context

Relative 

feedback

Large action 

spaces

K-armed bandits + - - +/-

Dueling K-armed bandits + - + +/-

Online learning to rank (implicit) (only linear) + +

Contextual bandits + + - -

Contextual dueling bandits + + + -



this lecture
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ε-greedy: 

UCB (upper confidence bound): 𝜋𝑡 𝑥𝑡 = argmax
𝑎∈𝐴

𝑟Ƹ𝑡 𝑎 + 𝑐
ln 𝑡

𝑁𝑡(𝑎)

 

Thompson sampling

Maintain distribution 𝑃 𝑟 𝑎 . At time t sample from this distribution, 

and take the optimal action according to the sample; update P.

Exponential weights (EXP3)

Maintain a distribution over actions, 𝑝𝑡 , sample from it to take actions. 

Updates: compute estimated cumulative reward 𝑅𝑖,𝑡෢ = 𝑅𝑖,𝑡−1෣ +
𝑟𝑖,𝑡

𝑝𝑖,𝑡
(𝑎𝑖,𝑡

is the action taken in round 𝑡). Update 𝑝𝑖,𝑡+1 =
𝑒−η𝑅𝑖,𝑡

෣

σ 𝑒−η𝑅𝑘,𝑡
෣𝐾

𝑘=1

.

Performance 

guarantees in 

adversarial 

settings!

Easy to 

implement and 

flexible, nice 

theoretical 

characteristics. [Thompson ‘33, Chapelle & Li ‘11, Russo & Van Roy ‘14]

[Auer et al. ’02b]

[Auer et al. ’02a]



Example: 3-armed bandit

[Thompson ‘33, Chapelle & Li ‘11, Russo & Van Roy ‘14]



2 - Relative feedback (interleaved 

comparison is more reliable than 

absolute metrics):

1 - Query-document 

pairs are represented 

as feature vectors 



1 – Comparison
[Joachims et al. ’05, 

Radlinski et al. ’08]

2 – Learning
Dueling bandit gradient descent (DBGD) [Yue & 

Joachims ‘09] optimizes a weight vector for weighted-

linear combinations of ranking features.

3 insights allow effective learning 

from relative, listwise feedback:

3 – Data reuse
Use probabilistic interleave [Hofmann et al. ’13a] and 

importance sampling to compare candidate rankers on 

historical data and focus exploration [Hofmann et al. 

’13b], approach called candidate pre-selection (CPS). [Hofmann et al. ’13b]
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Joachims ‘09] optimizes a weight vector for weighted-

linear combinations of ranking features.

3 insights allow effective learning 
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Use probabilistic interleave [Hofmann et al. ’13a] and 

importance sampling to compare candidate rankers on 

historical data and focus exploration [Hofmann et al. 

’13b], approach called candidate pre-selection (CPS). 

Interleaved comparisons:

1) Generate interleaved (combined) 

ranking

2) Observe user clicks

3) Credit clicks to original rankers to 

infer outcome 𝑜 ∈ −1,0,+1
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1 – Comparison
[Joachims et al. ’05, 

Radlinski et al. ’08]

2 – Learning
Dueling bandit gradient descent (DBGD) [Yue & 

Joachims ‘09] optimizes a weight vector for weighted-

linear combinations of ranking features.

3 insights allow effective learning 

from relative, listwise feedback:

3 – Data reuse
Use probabilistic interleave [Hofmann et al. ’13a] and 

importance sampling to compare candidate rankers on 

historical data and focus exploration [Hofmann et al. 

’13b], approach called candidate pre-selection (CPS). 

current best 

weight vector 

𝒘𝑡

sample unit 

sphere to 

generate 

candidate 

ranker

generate candidate vector 

𝒘𝑡
′ = 𝒘𝑡 + 𝛿𝒖𝑡

fe
a
tu

re
 1

feature 2

𝒖𝑡

compare 𝒘𝑡 and 𝒘𝑡
′ using 

interleaving; if 𝒘𝑡
′ wins, update:

𝒘𝑡+1 = 𝒘𝑡 +𝛼𝒖𝑡



1 – Comparison
[Joachims et al. ’05, 

Radlinski et al. ’08]

2 – Learning
Dueling bandit gradient descent (DBGD) [Yue & 

Joachims ‘09] optimizes a weight vector for weighted-

linear combinations of ranking features.

3 insights allow effective learning 

from relative, listwise feedback:

3 – Data reuse
Use probabilistic interleave [Hofmann et al. ’13a] and 

importance sampling to compare candidate rankers on 

historical data and focus exploration [Hofmann et al. 

’13b], approach called candidate pre-selection (CPS). 

generate 

many 

candidates 

and select the 

most 
promising one

fe
a
tu

re
 1

feature 2

Generate several candidate rankers, and 

select the best one by running a 

tournament on historical data

Use probabilistic interleave and importance 

sampling for ranker comparisons during 

the tournament
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CPS achieves 10% higher 

performance than the baseline 
under perfect user feedback

Without data reuse, online performance 

suffers from noisy feedback

Under CPS, online 

performance 
under high noise 
drops by only 4%

[Hofmann et al. ’13b]



Learn from partial relative 
feedback in the form of pairwise 
comparisons; use supervised ML 
for generalization.

P 1 2 3 4

1 0 0.1 -0.2 -0.9

2 -0.1 0 0.4 0

3 0.2 -0.4 0 1.0

4 0.9 0 -1.0 0

Example preference matrix for a 4-armed 

dueling bandit problem.

[Dudik et al. ’15]



Learn from partial relative feedback in the form of 
pairwise comparisons

In each round:

select two actions 𝑎, 𝑏 ∈ 𝐴 = {1…𝐾}
observe outcome 𝑜 of a stochastic duel: 

Goal: learn to select the best action, given context.

[Dudik et al. ’15]



Learn from partial relative feedback in the form of 
pairwise comparisons, given context. 

In each round:

environment chooses context 𝑥 ∈ 𝑋
select two actions 𝑎, 𝑏 ∈ 𝐴 = {1…𝐾}
observe outcome 𝑜 of a stochastic duel: 

Goal: learn to select the best action, given context.

[Dudik et al. ’15]



How to define the “best” action?

Introduce new solution concept: the von Neumann winner 

(simple, natural, guaranteed to exist).

How to use context effectively?

Extend the von Neumann winner to the contextual dueling bandit 

setting.

Present learning algorithms for computing, approximating, or 

performing as well as the “best” solution.

[Dudik et al. ’15]



Previous solutions Our solution

transitivity

Condorcet assumption

Idea:
w

∀𝑏 ∶ ⁡𝐸⁡ 𝑜𝑢𝑡𝑐𝑜𝑚𝑒 =෍𝑤 𝑎 𝑃 𝑎, 𝑏 ≥

 

𝑎

0

von Neumann winner 

[Dudik et al. ’15]



Previous solutions Contextual dueling bandits

transitivity

Condorcet assumption

Idea: 
w.

∀𝑏 ∶ ⁡𝐸⁡ 𝑜𝑢𝑡𝑐𝑜𝑚𝑒 =෍𝑤 𝑎 𝑃 𝑎, 𝑏 ≥

 

𝑎

0
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[Dudik et al. ’15]



Goal: find the “best” policy 𝜋 ∈ Π

Challenges Algorithms

Π
Π × Π

𝑂( Π )

Wanted: 

Π

Optimal regret but 𝑂( Π ) time and 

space

Suboptimal regret/approximation 

𝑝𝑜𝑙𝑦 log Π time and space

Open problem: 

Π [Dudik et al. ’15]
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K-armed dueling bandits [Zoghi et al. ’15]

Bandit overview and theory [Bubeck & 

Cesa-Bianchi]

Complementary view: counterfactual 

analysis and reasoning [Bottou et al. ‘13]

Background in reinforcement 

learning [Sutton & Barto ‘98]

online learning theory, contextual 

bandits [Cesa-Bianchi & Lugosi 

‘06]





[Tenenbaum et al. ‘11]

[Mikolov et al. ’13,

Huang et al. ‘13]

Image from 

[Tenenbaum et al. ‘11]

Image from 

[Mikolov et al. ‘13]



[Yang et al. ’14,

Sloan & Wang ‘12]

[Balog et al. ’14]



Try online learning
Try open-source code samples; 

Living labs challenge allows 

experimentation with interactive 
learning and evaluation methods

Challenge:  

http://living-

labs.net/challenge/

Code: 

https://bitbucket.org

/ilps/lerot
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