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Abstract

In this paper, an objective segmentation evaluation metric suitable for the evaluation of still image
segmentation results is proposed. The proposed metric is based on the spatial accuracy approach, orig-
inally proposed for the evaluation of foreground/backgroung segmentation masks generated from video
sequences. This approach is extended to still image segmentation evaluation, where both the estimated
segmentation masks and the ground truth mask typically contain multiple regions. The proposed method
takes into account, using a single metric, not only the accuracy of the boundary localization of the cre-
ated segments but also the under-segmentation and over-segmentation effects, which can hinder the
performance of any segmentation algorithm and decrease the usability of the segmentation results in
content-based applications. Several experiments have shown the potential of this approach.
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1. Introduction

In recent years, the proliferation of digital media has
led to the development and deployment of a plethora
of multimedia applications supporting the efficient
processing, coding, indexing and retrieval of multime-
dia information and visual information (still images,
video) in particular. Although a wide range of radi-
cally different approaches on these issues have been
reported in the literature, a common characteristic of
many recent approaches is the employment of various
segmentation tools for enabling a fine-granularity ma-
nipulation of visual information [1, 2, 3, 4]. The com-
parison and selection of suitable segmentation tools
becomes therefore an issue of paramount importance
to the designer of such fine-granularity content-based
applications. This paper proposes a method for the ob-
jective evaluation of still image segmentation results,
which can be used for the direct comparison of the
results of different segmentation algorithms.

Previous work on objective segmentation evaluation
includes both standalone evaluation methods, which
do not make use of a reference segmentation, and rel-
ative evaluation methods employing ground truth. In

[5], methods belonging to both categories are devel-
oped for video segmentation evaluation and in partic-
ular for individual video object evaluation.

Methods for standalone evaluation of image seg-
mentations have been proposed, among others, in [6],
where metrics for intra-object homogeneity and inter-
object disparity are proposed. In [7], a combined seg-
mentation and evaluation scheme is developed, to al-
low for recursive improvement of segmentation accu-
racy. Although standalone evaluation methods can be
very useful in such applications, their results do not
necessarily coincide with the human perception of the
goodness of segmentation. For this reason, when a ref-
erence mask is available or can be generated, relative
evaluation methods are preferred.

Recent relative evaluation methods for still image
segmentations include [8, 9]. In [8], the use of binary
edge masks and scalable discrepancy measures is pro-
posed. In [9], the evaluation is also based on edge
pixel discrepancy, but the establishment of a corre-
spondence of regions between the reference mask and
the examined one is proposed. In [10], where binary
foreground/ background segmentation masks with one
foreground object are considered, an area-based rather
that edge-based approach is proposed, to estimate a
weighted sum of misclassified pixels taking into con-
sideration the visual relevance of segmentation errors.

In this paper, a relative evaluation method using an
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area-based approach is proposed for the evaluation of
still image segmentation results. The proposed method
takes into account the accuracy of the region boundary
localization as well as under-segmentation and over-
segmentation effects, and is shown to be appropriate
for comparing segmentation algorithms on the basis of
their performance.

The remainder of this paper is organized as fol-
lows: in section 2, the problem of still image segmen-
tation evaluation is formulated. The proposed metric
for evaluation is presented in section 3. In section 4,
experimental evaluation using natural and synthetic
images is discussed, and finally, conclusions are drawn
in section 5.

2. Problem Formulation

The problem of still image segmentation evaluation
differs considerably from the binary foreground/ back-
ground segmentation evaluation problem examined in
[10], in that the correctness of the two-class-boundary
localization is not the only quantity to be measured.
This derives from the presence of an arbitrary number
of regions in both the reference mask and the mask to
be evaluated. An evaluation metric is therefore desired
to take into account the following errors:

• Over-segmentation. A region of the reference mask
is represented by two or more regions in the exam-
ined segmentation mask.

• Under-segmentation. Two or more regions of the ref-
erence mask are represented by a single region in the
examined segmentation mask.

• Inaccurate boundary localization, given a corre-
spondence between one region of the reference mask
and one of the examined segmentation mask.

The visual relevance of the above segmentation er-
rors should be considered rather than simply their plu-
rality; e.g. over-segmentation by two regions can be
more or less important, depending on the properties
of the two undesired regions.

3. Evaluation Metric

The proposed evaluation criterion is based on the
measure of spatial accuracy proposed in [10] for fore-
ground/background masks. In the case of still image
segmentation, let S = s1, s2, . . . , sK be the segmen-
tation mask to be evaluated, comprising K regions
sk, k = 1, . . . , K, and let R = r1, r2, . . . , rQ be
the reference mask, comprising Q reference regions rq,
q = 1, . . . , Q. A region is simply defined as a set of
pixels p.

For the purpose of evaluating still image segmenta-
tion results in accordance with the requirements set in
the previous section, a correspondence between the ex-
amined segmentation mask and the reference mask has
to initially be established, indicating which created re-
gion better represents each reference region. This is
performed by associating each region rq of mask R
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Figure 1: Weight functions f1(., .) and f2(., .).

with a different region sk of mask S on the basis of
region overlapping, i.e. sk is chosen so that rq ∩ sk is
maximized. Let A = {(rq, sk)} denote the set of re-
gion pairs identified using this procedure, and let NR,
NS denote the sets of non-associated regions of masks
R and S, respectively.

For every region pair of set A, the criterion of [10]
is employed to evaluate the spatial accuracy of the
segmentation, as will be explained in the sequel. Dur-
ing this process, the examined reference region rq is
treated as foreground, whereas all other reference re-
gions are treated as background. A weighted sum of
misclassified pixels for region pair (rq, sk), Eq, is the
output of this process, indicating the accuracy of re-
gion boundary localization:

Eq =
∑

p∈(rq−rq∩sk)

f1(p, rq) +
∑

p∈(sk−rq∩sk)

f2(p, rq)

∀(rq, sk) ∈ A

Functions f1(., .), f2(., .) are weight functions, intro-
duced in [10] to deal with the fact that the distance
of a misclassified pixel from the boundary of the ref-
erence region to which it belongs affects the visual
relevance of the error. In particular, function f2(., .) is
used for false positives (i.e. pixels assigned to sk but
do not belong to rq), whereas function f1(., .) is used
for false negatives (i.e. pixels belonging to rq but not
assigned to sk). The weight functions used in this work
are shown in figure 1.

For every reference region rq not being part of set
A, i.e. every region of set NR, the weighted error Eq

is similarly calculated as:

Eq =
∑

p∈rq

f1(p, rq), ∀rq ∈ NR

This measure quantifies the error due to under-
segmentation, and as can be seen is also a weighted
sum of misclassified pixels. Clearly, more visually sig-
nificant regions (e.g. larger regions) that were missed
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in the examined segmentation are assigned a signifi-
cantly higher error Eq during this procedure than vi-
sually less significant ones.

In addition to the above measured errors due
to inaccurate boundary localization and under-
segmentation, over-segmentation has to be also taken
into account. For this reason, a similar error is calcu-
lated for every region sk ∈ NS :

Fk = α
∑

p∈sk

f1(p, rq)

where p ∈ rq, i.e. the distance of pixel p from the
boundary of the reference region to which it belongs
is employed. Scaling factor α is used to allow the dif-
ferent weighting of this over-segmentation penalty de-
pending on the potential use of the segmentation re-
sults and was heuristically set to two in our experi-
ments.

The sum of these error measures, E, for all refer-
ence regions and all regions of set NS , is used for the
objective evaluation of segmentation accuracy; values
of the sum closer to zero indicate better segmentation.

E =

Q∑

q=1

Eq +
∑

sk∈NS

Fk

An illustrative example of how different segmenta-
tion deficiencies are captured by the proposed metric
is shown in figure 2 and table 1, where a set of syn-
thetic segmentations of a single synthetic image and
corresponding values of the overall error E are pre-
sented, respectively.

4. Experimental results

Objective segmentation evaluation experiments were
conducted using natural images of the Corel gallery
[11] and synthetic images, created using the reference
textures of the VisTex database [12]. Reference masks
for the former were manually generated.

The segmentation algorithms employed in the
evaluation experiments were the K-Means-with-
Connectivity-Constraint (KMCC)-based algorithm
proposed in [1] and two variants of it. The method of
[1] performs segmentation in the combined intensity–
texture–position feature space in order to produce
connected regions that correspond to the real-life ob-
jects shown in the image. A simpler variant of it, that
neither uses texture features nor enforces connectivity
constraints during pixel classification was used for the
purpose of demonstrating over-segmentation. Masks
featuring under-segmentation were created using an-
other variant of [1], which performed excessive merg-
ing of neighboring regions, i.e. regions were merged
even if they exhibited relatively low color similarity.

Several natural and synthetic images used in the
experiments are shown in figure 3, along with their
reference segmentation masks and the different masks

generated using the aforementioned segmentation al-
gorithms. Visual inspection of these masks allows for
their subjective comparison and evaluation. In gen-
eral, the original algorithm of [1] outperforms its vari-
ants introduced in this work, as expected. Its variant
favoring under-segmentation often misses significant
objects (e.g. in the two tiger images), but generally
produces acceptable segmentations that could be of
use in content-based applications. The variant favor-
ing over-segmentation, on the other hand, typically
results to the creation of a plethora of very small,
meaningless regions, as a result of the limited use of
position features and the no use of texture features for
pixel classification. In only a limited number of cases
it can be argued that this version performs better (e.g.
the first tiger image) or comparably (e.g. the sunset
image) to the variant favoring under-segmentation.

Corresponding objective evaluation results for these
masks, using the proposed metric, are reported in ta-
ble 2. On comparing the results of subjective and ob-
jective evaluation, it is made evident that objective
evaluation results correlate well with the outcome of
subjective evaluation. Thus, the proposed evaluation
method can be used for facilitating and accelerating
the evaluation process by substituting the human eval-
uator. It also makes possible the accurate and reliable
comparison of similar segmentations, which are likely
to be too similar for a human evaluator to reach any
definite conclusions.

5. Conclusions

A methodology was presented for the objective evalu-
ation of still image segmentations. The proposed met-
ric is based on examining the spatial accuracy of seg-
mentation results using a pre-existing or manually
generated reference mask. Its output is a weighted
sum of misclassified pixels, effectively indicating how
well the examined segmentation mask corresponds to
the reference one. The proposed metric was shown
to effectively capture deficiencies such as inaccurate
boundary localization, over-segmentation and under-
segmentation, and its output was shown to correlate
well with the outcome of subjective evaluation of seg-
mentation masks by a human observer. The proposed
approach is appropriate for comparing segmentation
algorithms on the basis of their performance on a set of
representative images, as well as for optimizing certain
parameters of a segmentation algorithm for a given
application scenario.
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Figure 2: A manually generated set of segmentations of a synthetic image, used for numerical evaluation experi-
ments. The synthetic image and its ground truth are shown in (a) and (b), respectively. The different segmentations
illustrate various errors, namely incorrect boundary localization ((c) and (d)), under-segmentation ((e)-(h)), and
over-segmentation ((i)-(l)).
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Figure 3: Images segmented into regions, using the method of [1] (fourth column) and two variants of it, favoring
under-segmentation (third column) and over-segmentation (fifth column) respectively. The reference masks (ground
truth) are shown in the second column.
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